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Introduction
Efficient image compression is significant for 
the storage, transmission, and processing of 
image information. In recent years, remarkable 
ac h i ev em en t s  w i t h  D N N - b a s e d  i m a g e 
compression have been made. However, their 
compression performance often dramatically 
drops at low bpp. In this paper, we rethinks 
c o n t e n t - b a s e d  c o m p r e s s i o n  b y  u s i n g 
Generative Adversarial Network to reconstruct 
t h e  n o n - i m p o r t a n t  r e g i o n s .  A t u n a b l e 
compression scheme is also proposed in this 
paper to compress an image to any specific 
compression ratio without retraining the model.
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  The loss function of ourmodel is composed of 
adversarial loss and distortion loss.

   We design a simple network (Masking) to 
identify the important regions of the image and 
guide the allocation of bits. (See Fig1)
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where n is a user-defined parameter, through 
which we can achieve different compression 
ratios without retraining the model. (See Fig 3)

  We use the multiscale structure not only in the 
encoder but also discriminator. The  symmetrical 

  The bit allocation according to the importance 
of image contents is achieved by constructing 
a masker. The formula of the normalization 
procedure is specified as

• Distortion Loss

• Overall Loss
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• Qantitative Results (See Fig 4)

Our proposed method improves MS-SSIM by 
more than 10.3% compared to the recently 
reported GAN-based method [1] to achieve the 
same low bpp (0.05) on the Kodak dataset. 

• Qualitative Results (See Fig 5)

The details of the image, such as the window 
of the house and holes in the women’s hat are 
well preserved due to the use of important map.

• Adversarial Loss multiscale structure makes it more adaptable to 
different sizes of objects. (See Fig 2)
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